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Abstract
Many academic researchers regard logistic regression as the preeminent analytic approach 
for modeling binary outcomes. It can identify and estimate the effects of actions to increase 
or decrease the size or proportion of the group of interest. It can also predict each case’s 
probability of belonging to one group instead of another, given the model’s explanatory 
variables. However, evidence indicates that market researchers do not use it extensively 
to analyze survey data, partly because of the difficulty in translating logistic regression’s 
standard analysis output—logits, odds, and odds ratios—into clear, action-oriented findings 
and recommendations. The aim here is to offer an informed view, supported by analysis of 
Pew Research Center survey data, of the possible benefits of reporting percentage point 
effects (e.g., a one-unit change in x is associated with a three-percentage-point increase in y, 
all else being equal), in addition to logits, odds, and odds ratios. Such reporting may help to 
reduce any gap between what some clients expect—particularly when they ask researchers to 
identify and estimate the effects of actions for increasing or decreasing a critical group’s size 
or proportion—and what they may receive in return. It may also create new consulting and 
relationship-building opportunities for market researchers.

Keywords
estimation, logistic regression, percentage point effects, predicted probabilities, quasi-
experiment

Overview

Logistic regression models the relationship between a binary1 outcome (e.g., customer or non-
customer, or nearly anything with a yes or no interpretation) and, typically, several explanatory 
variables.2 It can identify and estimate the effects of actions to increase or decrease the size or 
proportion of the group of paramount interest. It can also predict each case’s probability of belong-
ing to one group rather than another.
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Many academic researchers consider it “the standard way to model binary outcomes” (Gelman & 
Hill, 2009, p. 79), possibly “dominating all other methods in both the social and biomedical sciences” 
(Allison, 2015). However, evidence indicates that market researchers do not use it extensively to 
analyze survey data, despite a client need across service lines (e.g., customer experience monitoring, 
brand health monitoring, concept testing, advertising testing, political polling) to understand how two 
groups differ, often a necessary step toward identifying effective actions for increasing or decreasing 
a key group’s size or proportion. The evidence includes reviews of journal articles,3 conference 
papers, and presentations and personal communication with more than 125 current or former employ-
ees4 (mainly, marketing scientists, data scientists, and methodologists but also chief executive offic-
ers, salespeople, and others) from 11 of the 15 largest global market research agencies.5

The evidence suggests that difficulty in translating logistic regression’s standard analysis out-
put—logits, odds, and odds ratios—into clear, action-oriented findings and recommendations is 
the main reason for its inextensive use.6 A different way to say this is that some market research 
clients apparently have struggled to interpret and act on findings and recommendations communi-
cated in logits, odds, and odds ratios, particularly when they posed their initial research questions 
in proportions (e.g., “What actions should we consider for increasing the proportion of Americans 
who are enthusiastic about driverless vehicle development? By how many percentage points would 
we expect each action to increase that proportion, controlling for other variables’ effects?”).

Although it is possible to report the effect of an explanatory variable, x, on a binary outcome, y, 
in percentage points (e.g., a one-unit change in x is associated with a three-percentage-point 
increase in y, all else being equal), the size of the effect will depend both on the value of y and on 
the values of the model’s other explanatory variables. As a result, x’s effect on y in percentage 
points “. . . cannot be fully represented by a single number” (Pampel, 2000, p. 23). This may be 
why some logistic regression experts (e.g., DeMaris, 1990, 1992) have advised against using per-
centage points to interpret and report logistic regression coefficients’ overall effects. It may also be 
why most major statistical software packages do not produce percentage point effects through 
prepackaged procedures or built-in modules.

The aim here is to offer an informed view of the possible benefits of reporting percentage point 
effects, in addition to logits, odds, and odds ratios. The general idea, to borrow from the statistician 
Frederick Mosteller (1996), would be to let “weaknesses from one method . . . be buttressed by 
strength from another” (Ch. 4, p. 116), a concept he referred to as “balancing biases.”7 Such report-
ing may help to reduce any gap between what some clients expect—particularly when they ask 
researchers to identify and estimate the effects of actions for increasing or decreasing a critical 
group’s size or proportion—and what they may receive in return.

This article has six sections. The first section explains why linear regression may not be fit for 
the purpose when the outcome of interest is binary rather than continuous. The second section, 
using Pew Research Center survey data on Americans’ views about driverless vehicles for illustra-
tions and examples, describes the mathematical concepts underlying logistic regression analysis. 
The third section reviews the main options for interpreting and reporting the effects of logistic 
regression coefficients. The fourth section explains how to calculate those effects in percentage 
points, while the fifth section builds on earlier analyses of Pew data to show how percentage point 
effects reporting could complement logit, odds, and odds ratio reporting. The last section considers 
the implications of the ideas, suggestions, and new research presented here.

The challenge of modeling binary outcomes through linear 
regression

“What effect does x have on y?” can be a key question for market research. Many methods can help to 
answer the question, including randomized controlled experiments, statistical matching, and several 
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types of regression analysis. The data’s character can also influence the decision on which method to 
apply. If the critical outcome variable is continuous, and a controlled experiment is not feasible, then 
linear regression might be the right choice. A linear regression model might show that a one-unit 
change in x is associated with a ten-unit change in y, all else being equal. To produce this estimate, it 
would find the best straight-line predicting y from x using ordinary least squares estimation.

The x, y relationship can be expressed by the equation y = a + bx, where y is the outcome, a is a 
constant and y’s value when x equals 0, and b is the slope or the change in y associated with a one-
unit change in x. With multiple explanatory variables, the equation can be extended by adding x’s 
(e.g., x2, x3) and b’s (e.g., b2, b3), or y = a + b1x1 + b2x2 +  . . . bNxN.

If the outcome variable is binary, then linear regression may not produce credible, trustworthy 
information. A model could predict that some outcome probabilities are negative while others 
exceed 1, even though the scale is bounded by 0 and 1. When valid predictions are essential, this 
can lead to awkward, uncomfortable moments. As Allison (2017) remarked, “. . . if you want to 
give osteoporosis patients an estimate of their probability of hip fracture in the next five years, you 
won’t want to tell them it’s 1.05.”8

The problem is that x’s effect on y becomes compressed near 0 and 1 on the probability scale. 
So, trying to use a straight line9 to predict y from x may not work well. One way to address this and 
related issues (e.g., unstable b’s) is by swapping out linear regression’s straight line for a curve that 
runs from negative to positive infinity. The idea behind the curve, according to Pampel (2000), is 
to stretch or extend probabilities near 0 and 1 so that “the same change in x comes to have similar 
effects” (p. 15) for all predicted y values. He referred to this as “linearizing the nonlinear” (p. 14) 
x, y relationship.

To better understand the approach, which is logistic regression’s foundation, some knowledge 
of probabilities, odds, odds ratios, and logits can be helpful because several transformations—
probabilities to odds, odds to odds ratios, odds ratios to logits—take place to make the underlying 
math work.

Making logistic regression’s math work

The following examples and illustrations rely on Pew Research Center data, collected online 
through a survey of 4,135 US adults in May 2017. A report titled, “Automation in Everyday Life” 
(Pew Research Center, 2017) contains the main findings, commentary, and other methodological 
details.

Table 1 shows that 40% of US adults10 say they are enthusiastic about driverless vehicle devel-
opment, with men more enthusiastic than women: 46% versus 34%. Each percentage can be 
thought of as a probability.

Odds represent the ratio of a probability (e.g., the probability, p, of being male) to its non-
probability, or p/(1 − p). Men’s odds of being enthusiastic about driverless vehicle development are 
.85, or .46/(1 − .46); women’s odds are .51, or .34/(1 − .34).

The ratio of one to the other indicates relative enthusiasm about driverless vehicle development. 
The male-to-female odds ratio is .85/.51, or 1.67 (to 1); the female-to-male odds ratio is .51/.85, or 
.6 (to 1).

The relationships can be described through multiplication where men’s odds are .85 = .85 * 1 
and women’s odds are .51 = .85 * .6 (alternatively, women’s odds of .51 = .51 * 1 and men’s odds 
of .85 = .51 * 1.67). These numbers suggest each gender’s odds can be thought of as the product of 
a constant and a gender-specific factor: the odds ratio. By replacing the constant with the letter “a,” 
the result is the equation p/(1 − p) = a * the odds ratio.

The logit, ln, or the natural logarithm of the odds is the power to which e, or the (approximate 
and rounded to the fourth digit) “irrational” number 2.718, must be raised to equal the odds. Men’s 
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logit of being enthusiastic about driverless vehicle development is −.16, or ln(.85). Put differently, 
−.16 is the answer to the question, “To what power must we raise 2.718 to equal .85?” Women’s 
logit is −.67, or ln(.51).

A feature of logits is that they transform multiplication and division to addition and subtrac-
tion. Accordingly, the odds ratio in logits for women to men is −.51, or −.67 − −.16 and the male 
to female odds ratio in logits is .51, or −.16 − −.67. Researchers can interpret the .51 absolute 
difference as the change in logits in y associated with a one-unit change in x, as in linear 
regression.

Given this feature of logits, the x, y relationship can be expressed through the equation where 
the logit of y, or ln, p/(p − 1), = the logit of a constant (a) + the logit of the odds ratio (b).11 Inserting 
the letter “x” after b, or ln(p/1 − p) = ln(a) + ln(bx), provides a way to distinguish between men and 
women.

The equation can be extended to include more explanatory variables: ln(p/1 − p) = ln(a) + ln(
b1x1) + ln(b2x2) +  . . . ln(bNxN). It may look familiar because it is the linear regression equa-
tion shown earlier, except in logits. In other words, the nonlinear relationship between x and y 
has been linearized.

Rather than estimating these b’s through least squares, as in linear regression, it is considered 
the best practice to use maximum likelihood in logistic regression. The procedure begins by assign-
ing arbitrary estimates, or starting values, to each b. It then adjusts these values iteratively to maxi-
mize their joint effectiveness at predicting the actual y’s correctly.

Through these steps, it is then possible to estimate the effect on a binary y of one or more x’s via 
a model that is linear in logits. In the multiple explanatory variable (or “multiple x”) model, how-
ever, it is more difficult than in the “single x” model (e.g., when “gender” was the lone explanatory 
variable) to interpret (each) x’s effect on y in percentage points. As noted earlier, a constant effect 
in logits often translates into a nonconstant effect in percentage points.

To show how this works, Table 2 lists the illustrative values of logits, their associated probabili-
ties, and, to complete the picture, their corresponding odds. Note how logits are symmetrical 
around 0 and run from negative to positive infinity, probabilities are bounded by 0 and 1, while 
odds have a floor at 0 but no ceiling—they increase by multiples of 2.718 as logits increase by 1. 
A four-unit logit increase from 1 to 5, for instance, would translate to a 2.7184 odds increase of 
54.6%, or 148.4/2.7.

Options for interpreting and reporting explanatory variables’ 
effects

As the above paragraphs point out, a benefit of what some researchers call the “logit transfor-
mation” is linearization of the nonlinear x, y relationship. Logistic regression, through this 
lens, can be thought of as an enhancement of linear regression for binary outcome variables. 
But it is more challenging in logistic than linear regression to interpret each explanatory vari-
able’s effect.

Table 1. Enthusiasm of US adults about driverless vehicle development.

Male % Female % Total %

Not enthusiastic 1,068 54 1,416 66 2,484 60
Enthusiastic 914 46 728 34 1,642 40
Total 1,982 100 2,144 100 4,126 100
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Traditionally, researchers have relied on some combination of logits, odds, and odds ratios to do 
so. These measures have merits, but ease of interpretation and actionability may not top the list. 
Consider the statement: “A one-unit (or one-category) change in gender (i.e., from female to male) 
increases the logit of being enthusiastic about driverless vehicle development by .51.” Or “men’s 
logit of being enthusiastic about driverless vehicle development is .51 higher than women’s.” 
Without more information, what these statements mean is unclear. As a reminder, a logit is an 
exponent, not the usual type of number on which market research clients rely.

A second option is to convert logit coefficients to odds ratios through exponentiation, or by rais-
ing e to the applicable logit power. Hearing men’s odds of being enthusiastic about driverless 
vehicle development are 67% or 1.67 (i.e., 2.718.51) times higher than women’s may be easier to 
grasp than a logit-only statement. That odds have no ceiling can be appealing, too, especially when 
a research goal is to identify important x’s irrespective of their percentage point effects on y. As 
Allison (2017) explained, “If the probability that I will vote in the next presidential election is .6, 
there’s no way that your probability can be twice as great as mine. But your odds of voting can 
easily be 2, 4, or 10 times as great . . .”

Odds and odds ratios do have critics, including Gelman and Hill (2009), who asserted, “. . . odds 
can be somewhat difficult to understand, and odds ratios are even more obscure” (p. 83). From a 
client’s perspective, moreover, odds and odds ratios do not answer the question, “By how many 
percentage points would we expect each action to increase the proportion of interest, controlling 
for other variables’ effects?”

Percentage point effects reporting, a third, less-conventional option, answers that critical client 
question. It can also promote return-on-investment (ROI) analysis, as a later example shows. But 
converting logit coefficients to percentage points, as noted earlier, can create interpretive challenges 
in models with more than one (categorical) explanatory variable because of the nonlinear relation-
ship between logits and probabilities. To reinforce this point visually, Figure 1 plots the illustrative 
logit and probability values shown in Table 2.

Note how a one-logit increase from 0 to 1 on the x-axis corresponds to a .23 probability increase 
(from .5 to .73) on the y-axis. Yet a one-logit increase from 5 to 6 (or from −6 to −5) translates only 

Table 2. Illustrative values of logits, probabilities, and odds.

Logits Probabilities Odds

–6 .0025 .0025
–5 .0067 .0067
–4 .018 .018
–3 .047 .050
–2 .119 .135
–1 .269 .368
–0.67 .338 .512
–0.16 .460 .852
0 .500 1
1 .731 2.7
2 .881 7.4
3 .953 20.1
4 .982 54.6
5 .9933 148.4
6 .9975 403.4
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to a minuscule probability increase. DeMaris (1993) considered this (i.e., how a constant effect in 
logits can turn into a non-constant effect in probabilities) as an “intractable” (p. 1,057) problem and 
sufficient reason to use logits, odds, and odds ratios when interpreting and reporting explanatory 
variables’ overall effects.

For a market research client needing to learn how to increase or decrease a crucial proportion, 
however, it may reflect reality. Consider, for example, a company investing in innovative automa-
tion technology to support driverless vehicle development. It could launch a social media cam-
paign to raise Americans’ enthusiasm for driverless vehicles. Although the campaign may appeal 
to like-minded driverless vehicle proponents, it may do little to raise their already high probability 
of being enthusiastic about driverless vehicle development. It may also do little to increase the 
probability of those at the spectrum’s other end—Americans who would rather be barricaded in 
their homes than on the road with driverless vehicles—to transform near-immediately into propo-
nents. The campaign probably would make more of an impact on Americans in the middle as 
Figure 1’s elongated s-shaped curve would suggest.

For clients believing x’s effect on y in percentage points should be smaller near 0 or 1 than .5 on 
the probability scale, a question would remain on how to calculate this effect.

Calculating percentage point effects

Logistic regression generates for each case (e.g., a Pew survey respondent referred to here, for 
convenience, as “Morgan”) a predicted probability of belonging to the group of interest. The sim-
ple model shown in Table 3 indicates, for instance, that Morgan’s predicted probability of being 
enthusiastic (vs non-enthusiastic) about driverless vehicle development is .95 (or 2.90 in logits),12 
given her characteristics. She is 35, earns US$174,000 a year, lives just outside Las Vegas, Nevada, 
would feel very safe on the road with driverless vehicles, and believes driverless vehicles’ wide-
spread use would lead to much less traffic in major cities.13 The equation, in logits, would look like 
this: Morgan’s predicted probability of (2.90) = constant (2.63) + age (−.06) + gender 
(.11) + household income (0) + region (.22) + feel safe? (0) + less traffic? (0).

Each parenthetical number, excluding the one (i.e., 2.63) to the constant’s immediate right, is 
the logit coefficient corresponding to Morgan’s associated attribute (e.g., .11 is the coefficient for 
female). For the constant, the number is the sum of the logit coefficients for the reference catego-
ries: age 18–29, male, household income of US$75,000 or higher, lives in the Northeast, would feel 
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Figure 1. The relationship between logits and probabilities.
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Table 3. Results of logistic regression analysis (simple model).

Variable Name Survey 
frequency

Logit Odds 
ratio

z p > z Predicted 
probability

% point 
effect

% point 
effect versus 
base of ~.40

Age (F_AgeCat_Final)
 18–29 21% – – – .43 .03
 30–49 33% –.06 .94 −.30 .77 .42 −.01 .02
 50–64 27% −.20 .82 −.91 .36 .40 −.03 .00
 65+ 19% −.53 .59 −2.28 .02 .35 −.08 −.05
Gender (F_Sex_Final)  
 Male 48% – – – .39 −.01
 Female 52% .11 1.12 .78 .43 .41 .02 .01
Household Income  
(F_Income_Recode_Final)

 

 US$75k or higher 28% – – – .40 −.01
 US$30–74,999k 35% −.02 .98 −.16 .87 .39 .00 −.01
 Less than US$30k 36% .16 1.17 .88 .38 .42 .02 .02
Region (F_Cregion_Final)  
 Northeast 19% – – – .39 −.02
 Midwest 21% .03 1.03 .16 .87 .39 .01 −.01
 South 37% .14 1.15 .72 .47 .41 .02 .01
 West 23% .22 1.24 1.03 .30 .42 .03 .02
Feel safe? (Cars7a)  
 Very safe 11% – – – .88 .48
 Somewhat safe 37% −1.60 .20 −6.02 .00 .61 −.27 .21
 Not too safe 35% −3.59 .03 −12.54 .00 .19 −.69 −.21
 Not safe at all 17% −5.06 .01 −12.39 .00 .05 −.83 −.35
Less traffic? (Cars10e)  
 Yes, likely 28% – – – .50 .10
 No, not likely 72% −.82 .44 −5.51 .00 .37 −.13 −.04
 . . . – 2.63 – 8.07 .00 – – –

n = 4,028.
The 40% base value in the far-right column refers to Americans who say they are enthusiastic about driverless vehicle 
development.
Log pseudolikelihood, starting value: −2722.8634; final value: −1867.0644.
Wald chi (13): 380.52; Prob > chi2: .00.
Stukel goodness of fit: chi2(2) = 2.55; Prob > chi2 = .2798.
McFadden R2: .32; Tjur R2: 38.
Data were weighted using the variable weight_W27.

very safe on the road with driverless vehicles, believes driverless vehicles’ widespread use would 
lead to much less traffic in major cities.

After reviewing this information, a research client may wonder how Morgan’s .95 probability 
would have changed if she instead believed that driverless vehicles’ widespread use would not lead 
to much less traffic in major cities.

To respond, the researcher could replace her less traffic? coefficient of 0 with −.82, the one corre-
sponding to a No, not likely answer. It would reduce Morgan’s summed logit score from 2.90 to 2.08, 
and her predicted probability from .95 to .89. A one-unit change in x, therefore, would result in a .06 
decrease in y, all else being equal, with .06 (or six percentage points) the percentage point effect.14
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The client then might ask the researcher to estimate the percentage point effect of a one-unit 
change in the less traffic? variable for the entire Pew sample. As context, 28% of the sample 
responded Yes, likely while 72% responded No, not likely when asked if they thought the wide-
spread use of driverless vehicles would lead to “much less traffic” in major cities.

To address this request, the researcher could change the value of the less traffic? binary variable 
to the one each respondent did not choose,15 calculate a new predicted probability, then take the 
difference between the original and the new.16 The mean of these differences across all respond-
ents, or .13 (i.e., .50 − .37), would be the percentage point effect on y of a one-unit change in the 
less traffic? variable.

The researcher then could share the following information with the client: “All else unchanged, 
if all Americans, rather than 28%, thought driverless vehicles’ widespread use would lead to much 
less traffic in major cities, then the percentage of Americans who say they are enthusiastic about 
driverless vehicle development would increase from 40% to 50%. But if all Americans, rather than 
72%, thought it would not lead to much less traffic, then the percentage of Americans who say they 
are enthusiastic about driverless vehicle development would decrease from 40% to 37%.”

A point to note is that the less traffic? variable’s effect is about two times larger for all Americans 
than for Morgan (i.e., 13 vs 6 percentage points), primarily because her probability of being enthu-
siastic about driverless vehicle development was quite high already. As described earlier, the size 
of an explanatory variable’s effect in percentage points depends both on the value of y and on the 
values of the model’s other explanatory variables. As Figure 1 shows, the size of the effect is 
smaller near the probability scale’s ceiling and floor than its middle.

To estimate the effect on y in percentage points of a one-unit change in the value of any other 
explanatory variable, or the effect of simultaneous one-unit changes in the values of two or more 
variables, the researcher could carry out this same procedure.17 Through an experimenter’s eyes, it 
would be analogous to conducting one or more post hoc18 simulated quasi-experiments.

A deeper dive into pew research center data

Through added, more-comprehensive analysis of Pew data, this section aims to show how report-
ing percentage point effects might complement logit, odds, and odds ratio reporting.

Pew commented that “Most Americans are aware of the effort to develop driverless vehicles and 
express somewhat more worry than enthusiasm about their widespread adoption” (p. 29).

Pew also noted Americans strongly favor policies such as “requiring driverless vehicles to travel 
in dedicated lanes” (p. 36) and “restricting them from traveling near certain areas, such as schools” 
(p. 36).

But Pew did not estimate, through statistical modeling, the effect of those or other variables on 
Americans’ enthusiasm about driverless vehicle development. Consequently, the report does not 
answer a critical strategic question a driverless vehicle developer may ask: “By how many percent-
age points would we expect each action to increase the proportion of Americans who are enthusi-
astic about driverless vehicle development, controlling for other variables’ effects?”

For the new analysis, the outcome variable is the same as that used earlier: whether Americans 
say they are enthusiastic about driverless vehicle development.19 The explanatory variables, all 
categorical, include several socio-demographic and opinion-based ones. They were selected 
based on their univariate relationship with the outcome variable and one another, theory, and 
availability.

Table 4 contains the logistic regression analysis’s results, including standard information such 
as logit coefficients, odds ratios, z scores, and the McFadden R2. It also includes nonstandard infor-
mation such as predicted probabilities, percentage point effects, and the Tjur R2.
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Table 4. Results of logistic regression analysis (full model).

Variable name Survey 
frequency

Logit Odds 
ratio

z p > z Predicted 
probability

% point 
effect

% point effect 
versus base of 
~.42

Age (F_AgeCat_Final)
 18–29 21% – 1.00 – – .44 .03
 30–49 33% −.11 .90 −.48 0.63 .43 −.01 .01
 50–64 27% −.28 .76 −1.21 .23 .41 −.04 −.01
 65+ 19% −.55 .58 −2.25 .02 .37 –.07 –.05
Gender (F_Sex_Final)  
 Male 48% – 1.00 – – .40 – −.02
 Female 52% .32 1.38 2.14 .03 .44 .04 .02
Race-Ethnicity  
(F_Racethn_Recruitment)

 

 White 64% – 1.00 – – .42 – .00
 Black or African 
American

11% .00 1.00 .00 1.00 .42 .00 .00

 Hispanic 15% .06 1.06 .25 .81 .42 .01 .01
 Other 8% .00 1.00 −.01 .99 .41 .00 .00
Household Income  
(F_Income_Recode_Final)

 

 US$75k or higher 28% – 1.00 – – .39 – −.02
 US$30–74,999k 35% .14 1.16 .86 .39 .41 .02 .00
 Less than US$30k 36% .38 1.47 1.94 .05 .44 .05 .03
Region (F_Cregion_Final)  
 Northeast 19% – 1.00 – – .38 – −.04
 Midwest 21% .26 1.30 1.12 .26 .42 .04 .00
 South 37% .38 1.47 1.73 .08 .43 .05 .02
 West 23% .30 1.36 1.28 .20 .42 .04 .01
How much seen or 
heard? (Cars1)

 

 A lot 35% – 1.00 – – .46 – .04
 A little 59% −.45 .64 −2.92 .00 .39 −.06 −.02
Nature of seen or heard? 
(Cars2)

 

 Mostly positive 21% – 1.00 – – .50 – .08
 Mostly negative 11% −.73 .48 −2.28 .02 .39 −.11 −.02
 A mix of both 62% −.73 .48 −3.97 .00 .39 −.10 −.02
Feel safe? (Cars7a)  
 Very safe 11% – 1.00 – – .72 – .30
 Somewhat safe 37% −1.17 .31 −4.41 .00 .51 −.21 .09
 Not too safe 35% −2.38 .09 −7.97 .00 .29 −.43 −.12
 Not safe at all 17% −4.07 .02 −8.37 .00 .09 −.63 −.32
Killed or injured? (Cars8)  
 Increase 30% – 1.00 – – .32 – −.10
 Decrease 39% 1.14 3.12 4.45 .00 .49 .17 .08
 Stay about the same 31% .30 1.35 1.25 .21 .36 .04 −.05
Restrictions near schools? 
(Cars9b)

 

 (Continued)
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Variable name Survey 
frequency

Logit Odds 
ratio

z p > z Predicted 
probability

% point 
effect

% point effect 
versus base of 
~.42

 Strongly favor 34% – 1.00 – – .36 – −.05
 Favor 35% .43 1.54 2.21 .03 .42 .06 .01
 Oppose 24% .59 1.81 2.68 .01 .45 .08 .03
 Strongly oppose 7% .54 1.72 1.57 .12 .44 .08 .02
Elderly live more 
independently? (Cars10a)

 

 Yes, likely 75% – 1.00 – – .44 – .02
 No, not likely 25% −.90 .41 –4.06 .00 .31 −.12 −.10
Job losses? (Cars10b)  
 Yes, likely 81% – 1.00 – – .40 – −.02
 No, not likely 19% .55 1.74 2.57 .01 .48 .08 .06
Never learn to drive? 
(Cars10d)

 

 Yes, likely 70% – 1.00 – – .40 – −.01
 No, not likely 30% .28 1.33 1.72 .09 .44 .04 .03
Less traffic? (Cars10e)  
 Yes, likely 28% – 1.00 – – .48 – .06
 No, not likely 72% −.59 .55 −3.76 .00 .39 −.08 −.02
. . . – 1.21 – 2.6 .01 – – –

n = 3,748.
The 42% base value in the far-right column refers to Americans who say they are enthusiastic about driverless vehicle 
development.
Log pseudolikelihood, starting value: −2503.30; final value: −1551.09.
Wald chi (27): 478.99; Prob > chi2: .00.
Stukel goodness of fit: chi2(2) = 0.44; Prob > chi2 = .8036.
McFadden R2: .38; Tjur R2: .44.
Data were weighted using the variable weight_W27.

Table 4. (Continued)

The explanatory variable with the largest effect is the response to the question, “How safe 
would you feel sharing the road with a driverless passenger vehicle?” A typical interpretation 
would emphasize odds, odds ratios, and statistical significance. It would read like this: “Controlling 
for other variables’ effects, Americans who say they would feel ‘very safe’ sharing the road with a 
driverless vehicle have a 69% higher odds of saying they are enthusiastic about driverless vehicle 
development than those who say they would feel ‘somewhat safe,’ a 91% higher odds than those 
who say they would feel ‘not too safe,’ and a 98% higher odds than those who say they would feel 
‘not safe at all.’ Each effect is statistically significant, as their z scores show.”

Although the interpretation is correct, a client or other interested party may find it challenging 
to act on because it does not show how an increase in the percentage of Americans who say they 
would feel “very safe” would change the enthusiastic group’s size or proportion.

Now consider an alternative interpretation: “All else unchanged, the percentage of Americans 
who say they are enthusiastic about driverless vehicle development would increase from 42%,20 
the current level, to 72%, the new level, if all Americans were to say they would feel ’very safe‘ 
sharing the road with a driverless vehicle. At the other extreme, if all were to say they would feel 
’not safe at all,’ that same percentage, 42%, would drop to 9%.”
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Some research clients may prefer the alternative interpretation because it reports the effect of 
the explanatory variable in percentage points, often a more action-oriented measure than odds.

As a second example, consider how a researcher might interpret the effect of gender on the 
outcome. A standard interpretation would highlight the statistically significant finding that females’ 
odds are 38% higher than males’ of saying they are enthusiastic about driverless vehicle develop-
ment, controlling for other variables’ effects. But it would leave open the question of how the 
gender difference translates to probabilities.

Percentage point effects reporting would answer the question, showing females have a four-per-
centage-point higher predicted probability than males, 44% versus 40%, of being enthusiastic about 
driverless vehicle development, all else unchanged. Although the difference may not be earth-shat-
tering, it is telling because “men are a bit more likely than women [46% vs 34% as Table 1 shows] 
to say they are enthusiastic about driverless vehicle development” (Pew Research Center, p. 30). 
When more explanatory variables are added to the model, however, the relationship turns on its 
head: women have a higher predicted probability than men. An implication is that women could 
become stronger supporters than men of driverless vehicle development, especially if their concerns 
about safety are allayed.

To increase the usefulness of these and other findings from the logistic regression analysis, a 
company developing driverless vehicles, or some other interested party, could reorganize the 
information in Table 4 by sorting all predicted probabilities in descending order, as shown in 
Figure 2.21

After seeing the .72 predicted probability associated with the feel very safe? response choice, 
the driverless vehicle developer might decide to make “safety” a focal point of future advertising 
campaigns, perhaps believing its eventual business success would hinge partly on increasing 
Americans’ safety perceptions toward driverless vehicles. It might set campaign goals and measure 
a type of ROI later by depending on evidence from the Pew survey and percentage point effects 
reporting. Through these sources, it would know the following:

•• In all, 42%22 of Americans say they are enthusiastic about driverless vehicle development.
•• While 11% of Americans say they would feel very safe sharing the road with a driverless 

vehicle.
•• If all Americans were to say they would feel very safe sharing the road with a driverless 

vehicle, then the percentage of Americans who say they are enthusiastic about driverless 
vehicle development would increase to 72%, all else being unchanged. An 89-percentage-
point increase on the feel very safe? explanatory variable, therefore, would be associated 
with a 30-percentage-point increase on the outcome variable, a three-to-one ratio.

Accounting for this and other information, the developer then might invest an incremental 
US$10 million in advertising in the next year with a goal of more than doubling, from 11% to 23%, 
the percentage of Americans who say they would feel very safe sharing the road with a driverless 
vehicle. Given the three-to-one ratio, the developer could expect the 12-point lift on the feel very 
safe? response choice to increase the percentage of Americans who say they are enthusiastic about 
driverless vehicle development by about four points, from 42% to 46%.23

Estimating the advertising’s ROI at year’s end would call for basic math.24 If the advertising 
achieved its goals, the cost per-percentage-point increase on the feel very safe? explanatory varia-
ble would be US$833,333, or US$10 million/12, while the cost per-percentage-point increase on 
the enthusiastic? outcome variable would be US$2.5 million, or US$10 million/4. (There are about 
250 million American adults, so the cost per-adult increase would be US$0.33 and US$1, 
respectively.)
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Had the Pew report included percentage point effects reporting driverless vehicle developers, 
including companies such as Google, Waymo, Apple, BMW, Tesla, and Baidu may have found it 
even more illuminating.

Closing remarks

The suggestions, ideas, and evidence presented here suggest that market researchers, at times, may 
be able to produce clearer, more-action-oriented findings and recommendations through logistic 
regression by using percentage points to report explanatory variables’ effects. Clients with a keen 
interest in learning how to increase or decrease a key proportion may welcome the capability. It 
may also create new consulting and relationship-building opportunities for market researchers. 
Given that binary outcomes are common, they may have many opportunities to report percentage 
point effects:

•• Customer Experience Monitoring: one-time versus repeat customer, promoter versus 
detractor

Variable Descrip�on Variable Name
Predicted 

Probability
% Point Effect vs. 

Base of ~.42
Would feel very safe sharing the road with a driverless passenger vehicle Cars7a (1) 0.72 0.30
Would feel somewhat safe sharing the road with a driverless passenger vehicle Cars7a (2) 0.51 0.09
Have seen or heard mostly posi�ve things about driverless vehicles Cars2 (1) 0.50 0.08
The number of people killed or injured in traffic accidents will decrease Cars8 (2) 0.49 0.08
No, not likely that many people who drive for a living would lose their jobs Cars10b (2) 0.48 0.06
Yes, likely that there would be much less traffic in major ci�es Cars10e (1) 0.48 0.06
Have seen or heard a lot about the effort to develop driverless vehicles Cars1 (1) 0.46 0.04
Oppose restric�ng them from traveling near certain areas, such as schools Cars9b (3) 0.45 0.03
Age 18-29 F_AgeCat_Final (1) 0.44 0.03
Household income of Less than $30k F_Income_Recode_Final (3) 0.44 0.03
No, not likely that most people would never learn how to drive a car on their own Cars10d (2) 0.44 0.03
Strongly oppose restric�ng them from traveling near certain areas, such as schools Cars9b (4) 0.44 0.02
Female F_Sex_Final (2) 0.44 0.02
Yes, likely that elderly and disabled people will be able to live more independently Cars10a (1) 0.44 0.02
Live in South F_Cregion_Final (3) 0.43 0.02
Age 30-49 F_AgeCat_Final (2) 0.43 0.01
Favor restric�ng them from traveling near certain areas, such as schools Cars9b (2) 0.42 0.01
Hispanic F_Racethn_Recruitment (3) 0.42 0.01
Live in West F_Cregion_Final (4) 0.42 0.01
Live in Midwest F_Cregion_Final (2) 0.42 0.00
White F_Racethn_Recruitment (1) 0.42 0.00
Black or African-American F_Racethn_Recruitment (2) 0.42 0.00
Other Race-Ethnicity F_Racethn_Recruitment (4) 0.41 0.00
Household Income of $30-74,999k F_Income_Recode_Final (2) 0.41 0.00
Age 50-64 F_AgeCat_Final (3) 0.41 -0.01
Yes, likely that most people would never learn how to drive a car on their own Cars10d (1) 0.40 -0.01
Yes, likely that many people who drive for a living would lose their jobs Cars10b (1) 0.40 -0.02
Male F_Sex_Final (1) 0.40 -0.02
No, not likely that there would be much less traffic in major ci�es Cars10e (2) 0.39 -0.02
Have seen or heard a li�le about the effort to develop driverless vehicles Cars1 (2) 0.39 -0.02
Have seen and heard a mix of posi�ve and nega�ve about driverless vehicles Cars2 (3) 0.39 -0.02
Have seen or heard mostly nega�ve things about driverless vehicles Cars2 (2) 0.39 -0.02
Household Income of $75k or higher F_Income_Recode_Final (1) 0.39 -0.02
Live in Northeast F_Cregion_Final (1) 0.38 -0.04
Age 65+ F_AgeCat_Final (4) 0.37 -0.05
The number of people killed or injured in traffic accidents will stay about the same Cars8 (3) 0.36 -0.05
Strongly favor restric�ng them from traveling near certain areas, such as schools Cars9b (1) 0.36 -0.05
The number of people killed or injured in traffic accidents will increase Cars8 (1) 0.32 -0.10
No, not likely that elderly and disabled people will be able to live more independently Cars10a (2) 0.31 -0.10
Would feel not too safe sharing the road with a driverless passenger vehicle Cars7a (3) 0.29 -0.12
Would feel not safe at all sharing the road with a driverless passenger vehicle Cars7a (4) 0.09 -0.32

Figure 2. Predicted probability of each variable in descending order.
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•• Brand Health Monitoring: love the brand or not, use the brand or not
•• Concept Testing: likely to consider purchasing the product or not, willing to pay a high price 

or not
•• Advertising Testing: love the ad or not, click through the ad or not
•• Political Polling: voter versus non-voter, support versus oppose the policy

To exploit percentage point effects reporting’s full benefits, market researchers may also want 
to consider modifying the design of selected surveys and other information systems. Conceptualizing 
them as platforms for estimating (potentially causal) effects could be a good first step.25 A second 
step might involve ensuring these newly designated “platforms” include the necessary variables to 
permit and promote rigorous post hoc quasi-experimentation. In principle, the y’s should be true 
dichotomies and the x’s, aside from control variables (e.g., socio-demographic questions), should 
be action-oriented levers clients can pull to affect the size of a key proportion.26 The rationale for 
drawing attention to research design is straightforward: applying an analytical method, no matter 
how promising, to data from a survey or other information system not designed with that method 
in mind may bear little fruit.

An overemphasis on percentage point effects, however, could cause some unwary researchers, 
whether or not they are analyzing survey data, to overlook a model’s important explanatory vari-
ables because of the nonlinear relationship between logits and probabilities. In online advertising, 
for example, click-through rates at times are below 1%. If click-through were the outcome variable 
in a logistic regression model, then the percentage point effect of a one-unit change in an important 
explanatory variable could fall under a researcher’s radar.

An analysis might suggest, for example, that the use of active-voice language in call-to-action 
display ads, controlling for other variables’ effects, increases the click-through probability from 
.0025 to .0067, a mere fraction of a percentage point and possibly easy to overlook. Standard 
reporting would supply the information (e.g., logits, z scores, odds ratios) needed to reduce the risk 
of an oversight: the .0042 percentage point increase would translate to a substantial 172% odds, 
and a one-point logit, increase.

It is a good example of Mosteller’s “balancing biases” concept of letting “weaknesses from one 
method . . . be buttressed by strength from another.” But in this case, standard reporting would 
offset a possible shortfall (i.e., tiny effects near 0 on the probability scale) of percentage point 
effects reporting, rather than the other way around. An implication is that the two approaches can 
work hand in hand.
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Notes

 1. Variants of (binary) logistic regression can accommodate outcome variables with more than two catego-
ries. They are not the focus here.

 2. The explanatory variables can be continuous, categorical, or a combination of both.
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 3. A keyword search of “logistic regression” on the International Journal of Market Research website 
yielded 61 articles, less than 6% of all published articles since 1991. Only one (Hand & Singh, 2014) 
reported explanatory variables’ effects using percentage points. The same search on the Journal of 
Advertising Research website produced 41 articles, 4% of all published articles since 1980. None reported 
explanatory variables’ effects using percentage points. In the marketing discipline, Akinci, Kaynake, 
Atilgan, and Aksoy (2007) reviewed all published articles from eight journals between 1989 and 2005. 
A total of 77, or less than 3%, used logistic regression, a sign it “. . . has received rather little attention 
in the marketing literature compared to other regression applications” (p. 538). None used percentage 
points to report effects. This evidence aside, personal communication with market researchers indicates 
logistic regression’s use (without percentage point effects reporting) has increased substantially in the 
online advertising field in recent years. It is central to common approaches to attribution modeling (e.g., 
determining how different advertising “touch points” contribute to a desired action, such as purchasing a 
product) and audience classification (e.g., using behavioral information captured through digital “cook-
ies” to identify high-value prospective customers). These approaches typically do not involve survey 
research.

 4. Given the characteristics of this convenience sample, it might not represent the broader population fully. 
Follow-up research could explore the matter.

 5. See Brereton and Bowers (2017) and Bowers (2018) for listings of the largest market research agencies. 
To identify the top 15, I used my best judgment.

 6. Individuals from fields other than market research have struggled at times to interpret logistic regression 
coefficients, too. As DeMaris (1993) observed, “Although logit modeling is widely used in sociological 
research, there is still considerable confusion about the interpretation of logistic regression results” (p. 
1,057).

 7. Mosteller’s original comment applied to data collection methods, but the “balancing biases” principle is 
applicable broadly.

 8. Allison (2017) also noted, “. . . if the linear [regression] model produces only in-bounds predictions, the 
probabilities may be more accurately estimated with logistic [regression].”

 9. A straight-line relationship would suggest that x’s effect on y is constant for all y values.
10. Data on the enthusiastic? question were missing for nine respondents.
11. Equivalently, ln(.85) = ln(.85) + ln(1) for males and ln(.51) = ln(.85) + ln(.6) for females.
12. The formula to convert logits to probabilities is exp(ln)/, exp(ln) + 1.
13. The Appendix has a description of all variables used in this analysis and later ones.
14. The Yes, likely response would be the reference category, or the point from which the researcher would 

estimate the percentage point effect. For categorical explanatory variables, the reference category is 
generally the one with the lowest coded value.

15. For survey respondents answering No, not likely to the less traffic? question, the researcher would esti-
mate what their predicted probability would have been had they instead answered, Yes, likely.

16. The statistical software package, Stata, can execute the procedure and variants through built-in modules. 
R, SPSS, and SAS do not yet have comparable capabilities. Alternatively, Gelman and Hill (2009) rec-
ommend dividing each logit coefficient by four to produce a very rough estimate of the corresponding 
percentage point effect.

17. For continuous explanatory variables, the researcher can specify representative values and then estimate 
predicted probabilities. See Williams (2012, 2018).

18. “Post hoc” as used here refers to procedures the researcher applies to output from the original logistic 
regression model.

19. The original enthusiastic? question had four response categories. Collapsing them to two, although con-
venient given this article’s aim, reduces the amount of information available for analysis and might affect 
interpretation. In principle, (binary) logistic regression modeling works best when the outcome variable 
is a true dichotomy.

20. Full data were required for a case to be included in the analysis. The percentage of Americans reporting 
they are enthusiastic about driverless vehicle development is 42% in the analysis file of 3,748 versus 
40% in the full file of 4,135.
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21. Conducting then reporting the results of more-complex simulated quasi-experiments (e.g., to estimate 
the combined effect on y of [simultaneous] one-unit changes in two or more explanatory variables, all 
else unchanged) is beyond this article’s scope but the procedure, itself, is not difficult to carry out.

22. Or 40% in the full file as noted previously.
23. Another approach for estimating the effect of a 12-percentage point increase on the feel very safe? 

response choice has three steps: (a) transform the four-point feel safe? variable to a continuous one, (b) 
rerun the analysis, and (c) calculate the predicted probabilities at plausible mean values on the feel safe? 
variable. The results are similar (i.e., an increase to 46% on the outcome) to those from the ratio-based 
analysis.

24. There are several ways to account for uncertainty (e.g., the errors associated with survey research) in 
ROI analysis.

25. Although researchers, arguably, should advocate for randomized controlled experiments whenever pos-
sible to estimate causal effects, survey and other observational data generally cost less to obtain and are 
available more readily (e.g., Pew data are free and publicly available). If researchers analyze such data 
appropriately, they may be able to generate compelling evidence of causal effects.

26. Surveys (and possibly other information systems) could also include many other questions for assessing 
attitudes, opinions, and behaviors.
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Appendix

Variables used in this article’s new logistic regression analyses

F_AgeCat_Final: (18–29, 30–49, 50–64, 65+). Label: “Age”
F_Sex_Final: (Male, Female). Label: “Gender”
F_Racethn_Recruitment: (White, Black or African American, Hispanic, Other). Label: “Race-Ethnicity”
F_Income_Recode_Final: (US$75k or higher, US$30–74,999k, less than US$30k). Label: “Household 

Income”
F_Cregion_Final: (Northeast, Midwest, South, West). Label: “Region” 
Cars1. How much have you seen or heard about the effort to develop driverless vehicles–that is, cars and 

trucks that can operate on their own without a human driver? (A lot, A little, Nothing at all). Label: “How 
much seen or heard?”

Cars2. Has what you’ve seen or heard about driverless vehicles been mostly positive, mostly negative, or a 
mix of both? (Mostly positive, Mostly negative, A mix of both). Label: “Nature of seen or heard?”

Cars3a. How ENTHUSIASTIC are you, if at all, about the development of driverless vehicles? (Very enthu-
siastic, Somewhat enthusiastic, Not too enthusiastic, Not at all enthusiastic). For this paper’s logistic 
regression analysis, it is the dependent variable, re-coded as 1 (Very enthusiastic or Somewhat enthusi-
astic) or 0 (Not too enthusiastic or Not at all enthusiastic). Label: “Enthusiastic?”

Cars7a. How safe would you feel sharing the road with a driverless passenger vehicle? (Very safe, Somewhat 
safe, Not too safe, Not safe at all). Label: “Feel safe?”

Cars8. If driverless vehicles become widespread, do you think that the number of people killed or injured in 
traffic accidents will [increase, decrease/decrease, increase], or stay about the same? (Increase, Decrease, 
Stay about the same). Label: “Killed or injured?”

Cars9b. Would you strongly favor, favor, oppose, or strongly oppose the following rules and regulations for 
driverless vehicles? Restricting them from traveling near certain areas, such as schools (Strongly favor, 
favor, oppose, strongly oppose). Label: “Restrictions near schools?”

Cars10a. If driverless vehicles become widespread, which of the following do you think are likely to happen 
as a result? Elderly and disabled people will be able to live more independently (Yes, likely; No, not 
likely). Label: “Elderly live more independently?”

Cars10b. If driverless vehicles become widespread, which of the following do you think are likely to happen 
as a result? Many people who drive for a living would lose their jobs (Yes, likely; No, not likely). Label: 
“Job losses?”

Cars10d. If driverless vehicles become widespread, which of the following do you think are likely to happen 
as a result? Most people would never learn how to drive a car on their own (Yes, likely; No, not likely). 
Label: “Never learn to drive?”

Cars10e. If driverless vehicles become widespread, which of the following do you think are likely to happen 
as a result? There would be much less traffic in major cities (Yes, likely; No, not likely). Label: “Less 
traffic?”

Weight_W27: Wave 27 Weight


